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ABSTRACT
Social scientists have proposed many different factors thought
to influence rumoring behavior. Classical rumor theory points
to the perceived importance, the level of uncertainty or am-
biguity, and the potential to impact decision making as in-
fluential in determining the extent of rumoring. In this work,
we test some of these proposed rumor determinants in the
context of the the 2010 Deepwater Horizon oil spill, using
data on communication dynamics from the popular micro-
blogging service Twitter. Using a latent factor model, we
measure rates of hazard-related conversation by exploiting
joint variation in multiple conversation streams. Time series
analysis of the resulting rates suggests that media coverage
of the event is a major driver of rumoring behavior, support-
ing importance/saliency theories and disconfirming theories
of information substitution for this event. Relevance of the
event to decision making behavior also turns out to be an in-
fluential predictor in this case. Since information diffusion
via serial transmission is a fundamental process by which
rumors spread, we compare rates of serial transmission be-
tween control and hazard-related communication. Twitter
posts are much more likely to be retweeted when they con-
tain hazard-related keywords (versus control words). Impli-
cations of these findings for disaster response are discussed.

Author Keywords
informal online communication, rumoring, disaster response,
microblogging

ACM Classification Keywords
H.5.2 Information Interfaces and Presentation: Miscellaneous

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
WebSci 2012, June 22–24, 2012, Evanston, Illinois, USA.
Copyright 2012 ACM 978-1-4503-1228-8...$10.00.

General Terms
Experimentation, Human Factors

INTRODUCTION
The nearly continuous, informal exchange of information –
including such mundane activities as gossip, rumor, and ca-
sual conversation – is a characteristic human behavior [11,
13]. Individuals utilize social ties to obtain information,
whether it be about the weather tomorrow or to find pos-
sible job leads [16]. Recent developments in social me-
dia technologies and mobile devices have transformed infor-
mal communication channels allowing individuals to reach
a larger number of contacts across much greater distances
than previously possible. Such patterns of informal commu-
nication have important implications during extreme events,
such as those associated with natural or anthropogenic haz-
ards.

Research has shown that social ties are also pathways for in-
formation exchange in the event of a disaster or other emer-
gency situation [24, 12, 27]. In many cases informal social
ties are actually the primary means by which people obtain
time-sensitive information, especially when official sources
are slow to release updates or are unavailable. With the rise
of social media technologies, such informal communication
is increasingly conducted in the online environment. Within
the emergency management community, there is a growing
appreciation for the potential value of these online commu-
nication networks for emergency warnings, alerts, etc. How-
ever, despite this recognition, researchers know very little
about the detailed dynamics of informal online conversation
surrounding exogenous events and the underlying networks
that structure it, especially in the context of emergency re-
sponse.

In this work, we explore the dynamics of informal online
communication (or rumoring) in the context of the 2010 Deep-
water Horizon oil spill. We utilize data from a popular micro-
blogging service to evaluate alternative theories about the
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determinants of rumoring [6]. Our methods utilize multiple
conversation streams, defined by usage of specific keywords,
in order to accurately estimate aggregate trends in conversa-
tion. We compare informal online communication to pro-
posed rumor determinants in order to evaluate their applica-
bility to this case. In addition, we explore serial transmission
behavior during the disaster (a central concern of classical
rumor theory, e.g. [1]). Transmission of information from
one individual to another is vital for information propaga-
tion and diffusion. Though specific to the Deepwater Hori-
zon case, our results offer insight into long-term, large-scale
environmental disasters in general. They also have impor-
tant implications for communication in the disaster response
context, as well as research on online informal communica-
tion dynamics more generally.

BACKGROUND

Rumoring and Informal Communication
Rumoring, as employed in this paper, refers to communica-
tion surrounding facts or events of topical interest that does
not occur as part of a formal, institutionalized process (e.g.,
news broadcasts, warnings and alerts, press briefings, etc.).
Classical theories of rumor transmission identify three im-
portant factors thought to affect the extent of rumoring and
the propensity that individuals will pass along information
obtained from others regarding a salient event [1, 7, 5, 26].
These factors include the perceived importance of the event,
the degree of cognitive unclarity surrounding the event, and
the relevance to behavior of the event.

Drawing from their classic demonstrations of rumoring, All-
port and Postman [1] posit that a rumor’s intensity is a multi-
plicative function of its importance and ambiguity. Since this
foundational work, there has been much debate about the
mechanisms involved in rumor transmission. Many schol-
ars have recognized that rumor experiments rarely replicate
the popular image of rumors spreading like wildfire in a
population [25, 2, 17], with most showing very little diffu-
sion. Massive diffusion does occasionally occur [31], how-
ever, making rumor dynamics a complex process. In partic-
ular, effective studies of rumoring behavior should ideally
consider not only “successful” rumors that diffuse widely
through the population, but also those disseminated to very
few parties. This informs our approach to the measurement
of rumoring behavior, as discussed below.

Since these early studies, there has emerged a growing body
of work that explores different determinants of rumoring be-
havior. Research indicates that anxiety increases the prob-
ability of passing on information [2, 32]. In addition, indi-
vidual characteristics may affect the paths along which infor-
mation is exchanged [24], with a tendency for information to
be passed to others with similar demographic characteristics
to the sender. Another important factor may be the content
or form of the message itself, [18, 34, 4]. Environmental
contexts, social relationships, and cognitive limitations are
all thought to play a role. Together, all of these factors offer
direct mechanisms through which the environment and char-
acteristics of an external event may systematically produce
changes in information exchange.

Yet another body of work in this area explores the relation-
ship between official or authoritative (as contrasted with in-
formal sources), and rumoring [9]. In his classic work, Caplow
[7] argues that official sources of information should sup-
press rumoring behavior: authoritative sources will replace
informal channels, making it unnecessary for individuals to
seek out information through social ties and casual commu-
nications. The exact influence of authoritative sources, how-
ever, is still an open question. Fragale and Heath [14], for
example, demonstrate that belief in message content is di-
rectly related to perceptions of source credibility. Not only
do individuals mis-attribute rumors to credible sources when
they believe them, but they are also prone to believe infor-
mation more readily when it comes from credible sources.

Rumoring might also be considered a special case of gen-
eral information diffusion. In recent years, studies of infor-
mation diffusion via social ties have offered insight into the
structural forms that facilitate or inhibit the exchange of in-
formation [21, 8, 19]. These studies focus on tracing infor-
mation flow in large-scale social networks and characteriz-
ing the patters of diffusion [15, 35]. Both the structure of the
underlying social network and the context of exchange have
important consequences for rumor spread. In the context of
social media, rumoring behaviors has been considered, how-
ever, less of this work looks at how classic rumor theories
operate [20, 3].

Theories of rumor posit many different factors that influ-
ence the extent of information exchange and transmission.
Yet, there are still many unanswered questions. In partic-
ular, differences in face-to-face communication and online
information exchange suggest interesting consequences for
rumoring and the proposed factor that influence a rumor’s
prevalence.

Online Communication During Extreme Events
Early researchers studied rumoring characteristics in wartime
[26], finding that in the absence of authoritative information,
individuals will often share unsubstantiated claims in an at-
tempt to make sense of the event and its surrounding circum-
stances. Recognized as “improvised news” such activities
adapt available information into plausible conclusions that
are passed among affected individuals.

This literature also suggests, actors will use their social ties
in order to obtain factual information regarding important
matters when “official” channels fail [26, 30], particularly
information regarding negative or anxiety-provoking events
[23, 18, 33, 29]. This notion is backed up by findings from
the disaster research literature, which reveal a strong ten-
dency for actors in crisis settings to use social networks to
obtain factual information regarding imminent hazards [10,
22]. In fact, in cases where official sources are unavailable
(or insufficiently timely), such social ties will serve as the
primary conduits of information. Indeed, such conduits gen-
erally outpace official sources [12, 28].

While crisis situations evoke increased frequency of inter-
personal communication, much of this communication takes
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place through existing channels: a consistent finding in the
above studies is that existing, frequently used network ties
were overwhelmingly employed in passing on crisis infor-
mation. Thus, the first source of notification for many indi-
viduals in crisis situations is information diffusion through
existing social ties and modes of communication. In the on-
line context, then, everyday tools for interpersonal commu-
nication are likely to be those first employed for both seeking
and disseminating hazard information.

When crises occur, available social media are “appropriated”
for the purpose of collecting and disseminating disaster-relevant
information, and new disaster-related content is rapidly cre-
ated and shared. The same collective behavior processes
that have been observed over time during disasters, such as
mass convergence, rumoring, and the formation of emergent
groups occur within an online environment. What differs in
this form of collective behavior response to disasters is the
use of new technology to enable communication and infor-
mation sharing, as well as the distributed nature of voluntary
participation.

Indications of significant social and technological change in
crisis-related behaviors were first notably apparent in the De-
cember 2004 Indian Ocean tsunami, in which globalization
and the rise of pervasive ICT expanded the size of publics
that can learn about physical and social disaster impacts and
participate in response, relief, and restoration activities. Ad-
ditional evidence of the importance of informal online com-
munication has come from studies of subsequent events. Fol-
lowing the 2007 Southern California wildfires, for instance,
researchers investigated information seeking and sharing prac-
tices online and found that individuals participated in these
“back-channel” communications due to a perception that there
was a dearth of accurate information, that public officials and
major media outlets were too slow to provide relevant infor-
mation to communities at risk [29].

Among the obstacles to utilization of social media as infor-
mation sources, particularly for emergency managers and
official government entities, is our current lack of knowl-
edge regarding the factors that shape informal communica-
tion patterns during events. Here, we examine these factors
in the context of the 2010 Deepwater Horizon oil spill.

DEEPWATER HORIZON 2010 OIL SPILL
On 20 April 2010, an explosion on the Deepwater Horizon
offshore drilling rig killed 11 crewmen and resulted in a mas-
sive oil spill. It is estimated that the oil spill released more
than 5 million barrels, or 206 million gallons, of crude oil
into the Gulf of Mexico, directly affecting coastal commu-
nities in five states. Fishing areas were closed, devastating
the livelihoods of local fishermen and resulting in a dec-
laration of disaster for fisheries off the coast of Louisiana
where fishing, shrimping, and oyster bed production was
severely affected. It is the largest accidental marine oil spill
in the history of the petroleum industry. The disaster has
had far-reaching consequences sufficient to impact global
economies, marketplaces and policies.

DATA

Informal Online Communication
There are many venues for informal online communication
related to the 2010 Deepwater Horizon oil spill. In this study
we utilize a large sample of publicly available micro-blog
posts from the widely used service Twitter.com. Twitter
has become a popular venue for informal communication;
conversation topics are widely diverse but not structured as
part of a formal, institutionalized process. Twitter has over
300 million users across the world1. The premise of Twitter
is relatively simple; messages, known as tweets, are posted
by individual users and then delivered to that person’s sub-
scribers, known as followers. This message-passing struc-
ture allows users to exchange informal information. Users
may also search the set of publicly available tweets in search
of information or users they might be interested in. The scale
of this micro-blogging community makes collection of all
traffic infeasible. Instead, we employ keywords as indicators
of underlying discussion frequency, inferring the presence
of hazard-related conversation from changes in the overall
rate with which particular terms are used. Using a combina-
tion of observational and statistical controls, we will assess
the impact of hazard events on the volume and structure of
informal online communication.

The current dataset contains tweets dating from two differ-
ent observation periods. The first ranges from May 8, 2010
to July 14, 2010 and captures it initial response period. The
second from September 1, 2010 to October 23, 2010; here
we capture some of the long term effects and more of the
recovery period in the response2. The dataset was collected
by [6]. The data collection strategy was designed around
a list of keywords of interest; these keywords, specified a
priori, were designed to capture oil spill related conversa-
tion. The list of the keywords used to capture oil spill re-
lated discussion can be found in Table 13. In addition we
also have a control topic where words are chosen at ran-
dom from Odgen’s English Word List, also seen in Table 1.
The Twitter SEARCH API was then used to collect tweets
containing these keywords over the two observation periods.
API queries were made adaptively, based on the previously
observed rate of posting, to avoid rate limiting by Twitter.
While missing data does occur, this system allows censored
points to be identified. In addition, exploiting the joint varia-
tion among the multiple keyword streams ensures relatively
good estimates of aggregate trends in conversation. More
details on the dataset are found in subsequent sections.

Determinants of Rumoring
One of the motivations for this research is to explore the de-
terminants of rumoring behavior. As described previously,
many theories of rumor have been proposed in the literature.
1http://en.wikipedia.org/wiki/Twitter
2Though we would have ideally liked to capture the entire period,
data collection tools were still being tested. However, the current
dataset captures important points in the response periods and it has
well understood data quality.
3A greater number of control keywords were chosen a prioi in or-
der to better approximate general levels of conversation on Twitter
across time
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Keyword Num. of Avg. Hourly
Tweets Rate

BP 3,830,081 878
deepwater horizon 49,779 14
environmental disaster 12,759 2
gulf coast 151,136 40
oil spill 1,817,480 438
wildlife 265,594 70
chalk 420,597 19
cloth 624,796 38
cloud 5,892,112 455
collar 1,077,849 59
control 12,309,660 642
form 8,272,310 408
heat 6,936,386 502
secretary 1,404,791 124
trouble 8,778,176 416

Table 1. Dataset descriptives: keywords are shown for event-related oil
spill conversation as well as control-related conversation. Keywords in
the control sample are taken from Ogden’s English Word List.

We collect a series of covariates designed to approximate
many of the proposed influences on conservation levels. In
particular we are interested in the effect of national media
coverage, official sources of information, measure of impact
and importance, and levels of uncertainty or anxiety in the
population. We briefly describe the set of covariates used in
this work.

Official Sources of Information
Turning to formal information sources, the most prominent
for both experts and laypersons are the traditional news me-
dia. In order to measure the extent of event-relatd news
coverage by traditional media outlets during the study pe-
riod, mentions of the Deepwater Horizon oil spill in United
States newspapers and newswires was captured using Lexis-
Nexis for the same time period that Twitter data was col-
lected (May 8, 2010 to October 23, 2010). Articles that
mentioned the Deepwater Horizon by name, articles with
keywords “gulf,” “gulf coast,” “oil spill,” and/or “‘oil leak”
were captured and collected if they pertained to the Deepwa-
ter Horizon spill. These keyword are similar to those used in
the collect of data from Twitter, however, they are adjusted
to fit the two very different styles of discussion in these two
different environments. From this corpus of published news
articles we count the number of pertinent articles published
per day, giving an estimate of the level of national news cov-
erage over the period of observation.

In addition to media coverage we consider offical press re-
leases issued by restorethegulf.org, the official site
for the Federal response, during the event period. This po-
tential predictor speaks directly to theories of official news
sources, such as those proposed by Caplow [7]. Again we
consider the number of press releases per day over the obser-
vation period. It is important to note that official information
sources are typically very controlled and slow. We observe
only a few, typically one, official press release per day.

Public Interest
Another estimate of the information availability during the
oil spill comes from the online collaborative information archive
Wikipedia. We obtain counts of the number of edits and
views of the Deepwater Horizon oil spill 2010 page over
the observation period. The relationship between long-term
information collected and organization with short-term in-
formal communication is an interesting area for future re-
search. Here, however, we are simple concerned with how
page views and edits might proxy for interest or uncertainty
about the event. It may also speak towards the perceived
importance of the event for the online community.

Environmental Impact
Since the primary effect of the oil spill was on the envi-
ronment of the Gulf coast, wildlife impact served as a nat-
ural measure of the importance of the event for individual
and group decision making behavior. Daily wildlife updates
by the Deepwater Horizon Response Consolidated Fish and
Wildlife Collection Report included information on counts
of contaminated birds, sea turtles, mammals, and other rep-
tiles, collectively a proxy for observable environmental im-
pact. Oil spill impact on wildlife could have a significant ef-
fect on the levels of conversation among concerned members
of the public, as an expression of anxiety about the health of
native species along the gulf coast. We consider both the to-
tal number of contaminated animals collected and released
back into the wild.

Another area of significant concern during the event was the
impact of the oil spill on fisheries within the region. To cap-
ture this, we collected data on federal water areas closed
to fishing, as reported by the National Oceanic and Atmo-
spheric Administration (NOAA, a U.S. federal agency fo-
cused on the condition of the oceans and the atmosphere) in
press releases. Information on water closure serves both as a
measure of wildlife impact and as an economic indicator of
the severity of the oil spill on commercial fishing and aqua-
culture (especially along the coastline of Louisiana). Like-
wise, water area closures are also indicative of concerns re-
garding food contamination, a problem of relevance not only
to those involved in food production, but also to consumers
throughout the region.

MODELING RUMOR DYNAMICS
As noted above, a key indicator of the prevalence of discus-
sion or rumoring surrounding a given topic is the frequency
with which posts using topic-relevant terms appear within
the broader stream of micro-blog posts: while the presence
of a given keyword may be neither necessary nor sufficient
to conclude that a specific post speaks to a specific topic, ag-
gregate changes in keyword frequency for topic-related key-
words relative to control terms provide a strong indication of
topic-related discussion prevalence.

To this end, we consider a latent factor model for the topic
related keywords. The data used in this research consist of
a large sample of tweets containing a given set of prede-
fined keywords collected over a pre-specified period. Con-
sider the series of hourly rates of posting for each tweet
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Model 1 Model 2 Null Model
Covariate Coefficient s.e. Coefficient s.e. Coefficient s.e.
AR(1) 0.8145 0.0570 *** 0.8014 0.0594 *** 0.8229 0.0580 ***
Intercept -0.9749 0.3863 * -0.9174 0.3883 * 1.5468 0.2053 ***
Trend -0.0049 0.0014 *** -0.0049 0.0014 *** -0.0104 0.0019 ***
Log News Coverage 0.3087 0.0608 *** 0.2966 0.0617 ***
Wikipedia Edits -0.0622 0.0526 -0.0557 0.0535
Water Area Closed 0.0051 0.0024 * 0.0051 0.0024 *
Saturday 0.0944 0.0435 * 0.0887 0.0443 *
Monday 0.0464 0.0284 0.0456 0.0290
Wednesday -0.0487 0.0300
Control PCA Scores -0.3643 0.0996 ***
Loglikelihood 51.3911 50.1067 17.2512
AICC -81.8765 -81.5133 -24.3560

Table 2. Parameter Estimates for Top AR(1) Models

streams. Rate estimates are straightforward given the sam-
pling scheme. Twitter maintains a history, for each keyword
stream, of 1500 tweets or three months time, whichever is
reached first. However, they also enforce restrictions of the
number of times per hour one may query. Thus each time the
Search API is queried, if we obtain the maximum value of
1500 new (previously unseen) tweets then we know that the
observations have been censored; adjusting for this effect is
thus important for accurate rate estimation.

k2t Yt

k1t

kpt

Figure 1. Latent factor
model. Joint variation
in multiple keyword rate
time series.

To estimate rates within the
above framework, we employ
the following strategy. Let zit
be the number of tweets ob-
served for the tth hour of data
collection on keyword i, and let
δit be the length of the time
interval for keyword i within
the tth hour prior to censoring
(if any). We take the num-
ber of tweets on each keyword
within each hour as indepen-
dently Poisson distributed, with
keyword by hour rate parame-
ters λit. To estimate λit, we
employ the corresponding pos-
terior mean estimate under a
Jeffreys prior, which reduces to
λ̂it = (zit + 0.5)/δit. In the

rare cases for which an entire hourly interval was censored,
we interpolate λ̂it as the mean of the rate estimates imme-
diate adjacent to it. The resulting series of rate estimates, λ̂
are then employed for the analyses which follow.

Given the set of multiple time series of posting rates, our
aim is the capture the joint movement of these keywords.
Factor analysis allows one to reflect the variability of many
different observed variables, in our case the different key-
word rate estimates, in fewer observed variables, or factors.
We use confirmatory factor analysis to determine the subset
of words that best represent the joint movement, that is, load
most strongly on the first latent factor of the rate estimates

( ˆlambda) for the keywords associated with the oil spill.

Estimating a one factor model for the oil spill related key-
words is a simple means of capturing the joint tendency for
movement in the level of conversation about the event of in-
terest. Intuitively, we assume that overall propensity to post
oil spill related tweets varies over time. Given that one posts
such a tweet, one has a certain (unknown) chance of using
one or more of the keywords in Table 1. Not all on-topic
tweets will contain such keywords, however, and by turns
not all uses of a given keyword relate to the oil spill topic.
Thus, we model the traffic on each keyword as arising par-
tially from traffic related to the oil spill per se, and partially
from other ideosyncratic topics. We show the form of this
model in Figure 1. kit = log λ̂it is here the logged hazard
estimate for the ith keyword, while Yt is the (latent) log fre-
quency of discussion on the oil spill topic. Under the factor
model, we take kit ∼ Normal(µi + θiYt, σ

2
i ) for each i and

t, with µi being a keyword-specific base rate, θi a real pa-
rameter reflecting the loading of the keyword in question on
the general topic, and σ2

i a keyword-specific parameter re-
flecting the idiosyncratic variation in rates (i.e., variance not
explained by variation in discussion of the underlying topic).
Given the observed sequence of k values, we estimate µ, σ,
and θ via maximum likelihood. We then use the time series
of resulting factor scores (Yt) as our measure of the underly-
ing oil spill conversation rate. (Note that this latent rate can
be estimated only up to an affine transformation; as we are
interested here only in the dynamics of this rate relative to
other factors, this is not a problem for our analysis.)

Just as we control for ideosyncratic variation in specific spill-
related keywords, we would like to control for overall changes
in the use of Twitter itself. These could include, for exam-
ple, aggregate increases in use or frequency of posting, sea-
sonality effects, etc. Here, we utilize our control sample of
keywords for this purpose. These words, chosen randomly
from Ogden’s Basic English word list, allow us to estimate a
joint movement in general conversation (independent of any
particular topic). We again estimate the joint variability of
these multiple rate estimates, in this case using the scores on
the first principle component of the log rate estimates as a
control for conversation levels.

279



Given the above preliminaries, our primary interest is in the
evolution of topic-related conversation over time, control-
ling for the baseline conversation level. Given that we have
hourly estimates for the log conversation rate, Yt, it is nat-
ural to approach this problem within the general framework
of time series analysis. We find that a basic autoregressive
model (AR) fits well in this context. Specifically, we model
the oil spill related conversation rate as a function of itself at
a lag one, along with a set of covariates. We also explicitly
model a trend component, to control for secular change in
topic frequency over time. Our model is as follows:

Yt = α0 + α1Yt−1 + β1X1 . . . βpXp + γTt + εt (1)

The response Yt here represents the latent factor scores for
hazard-related conversation, as described above. ~α is our
parameter of auto-regressive parameters. X represents a co-
variate matrix, with corresponding parameters ~β. We ex-
plicitly model the trend component, Tt, to assess changes in
rates of communication over time. We estimate these models
using standard estimation techniques. To utilize the arima
function in the standard stats package in the R statistical
software environment. Results are presented below.

RESULTS
Rumoring Dynamics
We use a basic, auto-regressive time series framework to
model the changes in conversation levels. The response of
interest here is the time series of factor scores for the oil
spill related keywords. We consider each of the previously
discussed rumor determinant proxies as predictive of con-
versation levels, including controls for general trends and
seasonality in conversation using a set of English keywords
chosen at random from the Ogden Basic English word list.
Performing model selection using AICC as our criterion re-
sults in the top models seen in Table 2. 4

As seen in Table 2 all five models indicate significant auto-
correlation at a single lag, evidenced by the auto-regressive
term. In addition we see a negative overall trend over the ob-
servation period. Intuitively this supports general norms that
conversation levels decay with the time since the event. In
a few of the models seasonality terms influence the overall
conversation rates. We find that rates of hazard-related com-
munication increase on Saturdays compared with other days
of the week. We believe that this results from higher time
availability during the weekend (versus the work week).

We find that both national news coverage and the water area
closed in the Gulf have significant positive effects on hazard-
relation conversation on Twitter. In the context of the Deep-
4Due to concerns about spuriousness in the time series used in
this analysis, especially the news coverage, we perform a series
of checks on the observed relationship. Numerous techniques for
transforming the news coverage time series to remove seasonality
including differencing and decomposition were tried. In each case
the results did not change drastically from those presented here.
From these procedures and the models presented we conclude that
the news coverage drives a large portion of the online conversation.
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Figure 2. Ratio of original posts to retweets over time for oil spill and
control post. Ratio for oil spill content shown as the dashed line (top)
and control related content as the sold line (bottom).

water Horizon response, we find that news coverage has a
positive association with informal online communication or
rumoring – the opposite of what Caplow’s theory would have
predicted. Combined with the fact that offical press releases
seems to have no significant effect on online conversation
(it is not present in the best model), this result disconfirms
Caplow’s theory [7] that official sources of news suppress
rumoring activity.Rather, our findings seem to suggest that
saliency of the event is important in driving communication
dynamics. Both the news coverage and the water area pre-
dictors speak to the importance of saliency. Further, theories
positing that relevance to decision making behavior (here,
captured by water area closures) is positively associated with
rumoring are supported.

Serial Transmission
Throughout literature on rumor, substantial attention is paid
to the process by which information is passed from person
to person. This serial transmission of information is a vital
element of rumoring behavior. As such, scholars have been
very interested in the factors that influence a person’s will-
ingness to transmit rumors [5, 17, 18, 25]. Research suggests
that individual characteristics, as well as contextual factors
both play a role. In addition, the content of the message itself
is important [14]. One of the interesting aspect of the Twit-
ter.com infrastructure is the promotion of serial transmission
of information. The built in ease of passing messages along
from a friend to one’s followers allows for the rapid diffu-
sion of information through the social network. Here we
explore the relationship between message content and serial
transmission.

In the context of Twitter, the most basic form of serial trans-
mission is retweeting, in which one individual reposts a mes-
sage originally posted by another user [4]. To the extent that
serial transmission is present, we will see higher levels of
retweeting within the data. To assess this, we consider how
the ratio of original content to retweets changes over time.
Computing this ratio for each day in the first period of data
collection results in the time series of Figure 2. The fig-
ure depicts both the raw ratio and a mean smoother for the
ratio series (with 95% confidence bands), the latter show-
ing the average trend over time. Comparing the oil spill
posts with those from the control keywords, we find that the
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Figure 3. Tweet propagation: probability of being retweeted for any
given message is shown on the x-axis. On the y-axis, the mean number
of retweets given that a post is retweeted. Posts with oil spill related
keywords, in gray, are more likely to be retweeted on average that those
containing control keywords, in black.

oil spill posts have a slightly higher proportion of retweets.
These results indicate that serial transmission encompasses
a greater proportion of overall content in the case of the oil
spill, compared to the control sample. This suggests that, in
fact, rumor-passing does occur in this environment, and that
it occurs more readily in hazard-related communication.

As a further measure, we also take a random sample of 1000
original (i.e., non-retweet) posts for each keyword. We are
able to match these posts with all of their retweets, because
the retweets necessarily contain the keyword of interest and
are thus captured in our sample of tweets. This procedure
allows us to estimate two quantities for interest. First we
consider the probability that an average post containing key-
word X will be retweeted. Additionally, we consider the
number of times a post will be retweeted on average, given
that it is retweeted at all. A comparison of these two quan-
tities for oil spill and control keywords is seen in Figure 3.
Results indicate a clear difference, with oil spill related con-
tent having a consistently higher proportion of retweets than
control-related posts.

DISCUSSION
Classical rumor theory points to the perceived importance,
the level of uncertainty or ambiguity, and the potential to
impact decision making behavior as influential in determin-
ing the extent of rumoring. As we have demonstrated in this
work, in the context of 2010 Deepwater Horizon oil spill
media coverage of the event is a major driver of rumoring
behavior, supporting importance/saliency theories and dis-
confirming the presence of information substitution in this
case. Relevance to decision making behavior also turns out
to be an influential predictor in this case.

We find clear differences in rates of serial transmission, or
retweeting, between posts that contain hazard-related key-
words and those that contain control keywords. Specifically,
posts related to the oil spill are substantially more likely to be
passed on to others, although the number of times that they
are passed on (given that any passing occurs) is no greater.
These findings support previous work suggesting that online
communication media are readily used in the context of ex-

treme events, and show moreover that rumor-related behav-
ior online is driven by mechanisms not dissimilar to those
governing such behavior in other settings.

While the results presented here look specifically at the Deep-
water Horizon oil spill as a case study, the characteristics of
this event suggest commonalities to other situations. The
Deepwater Horizon disaster was a large-scale, long-term en-
vironmental disaster. While the spill itself was localized the
impact was far reaching. The response effort brought to-
gether organizations and officials from different emergency
management sectors as well as different levels of authority.
Understanding the dynamics of information exchange in this
case could aid in future recovery efforts.

Our work has practical implications for disaster response.
Traditionally, emergency managers have been particularly
concerned with the suppression of rumoring activity [9]; how-
ever, in some situations, rumoring supports the transmission
of critical information through informal channels – a mech-
anism that may be used to inform or to correct information
that is already on the web. Our results suggest that offi-
cial news information prompts additional information shar-
ing within the mass public, which could in turn be leveraged
to produce faster and more thorough dissemination of emer-
gency information than can be achieved via direct methods.
Emergency managers and public officials would thus do well
to join the conversation and understand how their participa-
tion may increase information sharing. The specific content
of information that will be shared is also important during
a disaster event. Those ideas that are most relevant or time-
sensitive may well be the first to be passed along. Future
work may explore how certain keywords are associated with
faster response times to serial transmission. We have much
to learn from online informal communication and rumoring
in the case of extreme events.
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